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1. Introduction.

Recent developments in high-speed data-processing equipment make
it possible in principle to compute valid estimates of sampling error on &
routine basis even for highly complex sample designs. Such estimates are
needed not only so that standard errors may be attached to the quantities
produced by the survey but also, and this point is often overlooked in
theoreticel discussions, to assist in the maintenance of effective cost
control. Because of the close relation between costs and variances the
megnitude of the sempling error provides the client with a useful indicator
of the reliability of the information collected in relation to the cost of
the survey. Furthermore, it is hard to see how he can make a rational
choice between alternative sample designs and estimation methods for future
surveys except on the baéis of reliable estimates of sampling errors obtained
from similar surveys in the past.

Yet of the large body of theory of variance estimation for surveys
available in the literature very little has ever been used in practice. The
yeason is that the sheer volume of data collected in a large-scale survey
precludes the use of any but the simplest formulae if computing time is to
be kept within reasonable limits. This remains true even when the most
advanced equipment is_employed for processing the data. Because of this,
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the survey worker who wisbes to estimate his sampling errors is usually
faced with the choice between an inefficient sample design for which an
adequate theory is available or a design which seems to be obviously more
efficient but for which approximations of unknown validity are required if
variances are to be computed. There isthus a strong need for the develop-
ment of efficlient survey designs for which the error-estimation procedures
appear feasible and worth-while to the practicsl worker and are at the
same time adequste from a theoretical point of view.

In this paper we shall consider the problem of error estimation
for aielass of multi-stege designs from this standpoint. Although at the o
outset the approach is admitiécdly theoretical, the main effort in the work
to be described.lg;*in the attempt to developf; .simplifications:intended.to
facilitate the use of the methods in practice. The designs considered are
those in vhich first-stage units are stratified and the selections made
with probability proportional to size within strata. It is well known that
when the selection of first-stage units is carried out with replacement,
simple procedures are available for the eatimation of sampling errors. The
replicated sample designs of Deming (1960) and the interpenetrating designs
of Mehalanobis (1946) make use of this property. However, in spite of the
theoretical esdvantages of with-replacement sampling few survey practitioners
are prepared to ugse it in practice. They dislike having to include the
same unit twice or more in the sample, as they are scmetimes required to do
by the theory. In my view they are right about this. The fact that repi-
titions are possible in with-replacement sampling clearly demonstrates the

inefficlency of the method.
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complicated than those For sampling with replacement. Finally, some numerical
results obtained by epplying the methode to British election gtatistica are

presented.

2. Selection of two units with unequal probabilities without replacement

(Method 1).

We suppoge that there are N unite (ususlly comprising a stratum

of first-stege units) with sizes Xys e Kge Let DyyesosPy denote the
.
)

gselection probabilities defined by = xi/ Z p 4 4 Clearly LPy ™ 1.

The requirements we shall ilmpose on the selection procedure are threefold -:
1. The probebility of inclusion of & unit should be strictly proportional
to its size.
2. The calculatione needed to apply the method must be simple.
3. The joint probebility of inclusion of each pair of unite should be
calculable. {This is needed for varisnce estimation).
Between them these requirements eliminste meny well-known methods.
For instence, requirement 1 eliminstes that due to Reo, Hartley and
Cochran (1962). Requirement 2 eliminates methods based on iterative
caleulations such as that proposed by Yates and Grundy (1953). Requirement 3
eliminates systematic selection dowsn the cumulatedfﬁﬁﬁig, as congidered
by Hartley and Reo (1962).
The proposed method {Method 1) is as followe. Choose the first

unit with probability Py and the second with probability proportional to

() Py ('f“%‘ggi + 1""3-;"233) (3¢ 1) .
.th

of incluslop of the &1 unit is

Then the total probebility n

i
api(i - l, esay N) o



To prove thie, let the conditional probaebility of chocsing the

th h

J 7 unit second given that the 11 unit is chosen first be denoted by

Py.g * Then

1 1
Py.y ™ Ay Py (].-»E‘p{"' 1-2;;3) .

v,
Since i Pj-i = 1 we have ,

I
=1 - 1 1 )
ki Lgpj(l-@i+l- ;
Jl ‘
N
1-p Y Py R
1%, L "1 < 2p 1 - 2p
i kel k i
N
= 1 4 v pk
“ 1 - 2pk :
Kasl
Thus ki does not dopend on i and its -gufifiy may dbe dropped. The

probability of getting the ith unit first and the Jth unit second is
therefore
1 1 3z
Pip:;'i“}‘l’ipg(l-gpi*“ 1«21:3) .

Since this is symmetric in i and J it is also the probability of getting

the th upit first and ths ith unit second. The total probability of

getting the 1th unit second therefore equals the total probebility of

th

getting the 1 uni¢ firat vhich ie Py by the method of selection. The

h

probability of imclusion of the it unit is therefore ﬂi = 291. The

Joint probability of choosing the ith and 3th wnitas together is
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1 1\
2) My =2 e rim ¢ ToE ) (JF1m1,M)
where N

v a
(3) “(“ZT:%;’) :

k=1

The method can obvicusly be applied whenever max Py <-:-L2- .
f max p " % the lsrgest uni{ should always be included, the second unit
being chosen from the remeinder with probability proportional to p gy
Now the ccndition for selection with probadility proportlonsl to p 1 to be
possible is that max Py < %‘ . This follows since the probsbllity of
inclugion of the ith unit must be api and this cennot be greater than one.
‘ﬁ;us Method 1 can be used whenever campling with probability proporticnal to
Py without replacement iz possibie.

It turns out that Method 1 gives the same joint probebilities of
ineclusion as & method due Lo Brewer {1963), although it was developed in
ignorance of Breusr's waik, In Brewer's method a unit is firstselected
with probability proportional te p, ( - pi)/(l - 2pi) and a second unit
with probability proportional to p j(,_'§ # 1). The joint probability of

th

including the i &nd ;jth unite in the example is therefore proportiounal to

laepi 1“92 .L"ij }.--p",j

»

which gives the same My 8 (2). I sm indebted to Dr. J.N.K. Reo for
calling my ettention to this point. Method 1 has an important pdvantege
over Brewer's method, however, since unlike Brewer's method it permitsz the
use of the grouping device comsidered in the next gection; thiz can reault

in substantial computational savings.
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As was indicsted in Durbin {(1965), the method caq{be extonded to

permit the selection of samples of sizes greater than two, Thus for samples

i

of size three, one takes selecticn probgbilities py for the third unit.

£ . \ = -1 - i ~, -1
proportionsl to p; {{L»Zp%) L, {1«29&) Y (& # i,1) where p% = A lpgt(1~gpi)
+ (1“2?1)"“} (3 £ 1), the first two units selected being the 1™ and the
3

th - . o as -
3 . For ssmples of slze four ove could teke probebilities propertionel

to PE{(1“39§}WI + (l*QPE}al} snd o cn. Unfortunately the method does not

always work gince the selection probabilities mpy uvnder cextaln circungiances
become negstive. In practice this is unimportsnt since samples of size twe

are sdeguate for varience estimation. .

it is worth noting that Method 1 c¢an be employed with the Lahg.ri
selection procedure which avoids the listing of sampling units, ZIahiri's
procedure is ag follows. Denoting the sizes of the uaits by Hys wees My
let X, be a nurber such that x flxi for all i . Let i Dbe a random

o

x *
G

A

digit from 1 to N and let u bhe & random number jn the range 0 X u
T . e  th . , . .th

If u< X, accept the 17 wait, If u# X, rejset the i unlt, choose
ariother rendom pair {(i,u} and repest the operation, Continue until a unit
has been accepted. This ensures that a wilt has been selected with

probebllity proportional to x The seme daviee is now used fer the

g
selection of the second unit using xé = XJ{(X“QKi}-l + CX«axj}“l} (G #1),
Ii ale
. v o v L
where X = L, %5 o iv place of x, and xé 3> mex xé in place of LI How usefuwl.
3 =
1

the technique is in thisz context is srguable, since if variance estimates
are to te calculeted we need to know the value of XA in order tc coupute
ﬂij from (2)¢ nstead of uwsing Tahiri's mothod snd cempnting A from { 3)
it might well he simpler to nnbe That p 51 = A J(é and to cutain A from

the condition E\ Py = 1.
3



3. Eetimation of variance.

Consider first atratificd single-stege sampling and suppese we
want to estimate the varisnce of the linesr eatimatérfpffﬂ

k
(’4) t‘ = Z (yhi + th:’ -]
hesl

vhere Yii and yhj are the contributions from the two units selecte@

from the hth stratue (h = l,g.,,k). The variance of this 1s
2
)

¥

k
, <
had, 1]
i i) Y . the probebilltiss of selectl £ the
where T . and ﬁhéjwf are the probe jes of selection o e

ith and. 3th units from the hth gtratin and ﬂhis ig the probability that

they are chosen together. An unbiased estimste is

A LI 2
(6) v {t) = ( %A - 1} ( Ypi ” yh;i) ;

" h=l .

Pormulag (5) end (6) are due to ¥Yates and Grundy {1953} .

For the multi-stege case, which is oux mein concern in this
peper, we consider the same estimstor t- glven by {4t} except that for
given i end 5, Vi and yhj ave now random variables based on sampling

&t the second snd succegsive stages. The unbiased estimate of veriance is

now
& 7 Tt 2 ¢
- - hi b . L 2 2
(13 v = g“@:f) (-"nf ym) ""é.a{ﬂhi ®ni ¥ Thy “ha‘>’
h=1

L3l

2 2 . . N .
where 8pg and th are unbiagsed esatimates of the varisnces of Vhi and yhj
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An sdditional note of warning should be mentioned in regerd to
formule g-(6) and (7). The factor Ty ﬂh ﬂﬁid - 1 is a random variable
which fluctuates from sempie to sample. It is possible for it to teke
lerge values and this introduces instability into the estimete of variance.
In this respect these formuled compere unfavorably with the with-replacement
formula where the coefficient of (yhi - yhj)e is constant. Before using
(6) and (7) in prectice one should therefore include some provision for
damping down eny instaebility arising from this effect. This will be borne
in p;nd. in putting forward specific propossls in later sections of the
pepei. Meanwhile it is worth mentioning that an effective way of deeling
with the problem is to replace ﬂj 1ij - 1 by one whenever it exceeds
one. The biass resulting from this device is compietely negligible in prac-
tice and the varishility of the resulting estimate of variance should be
less than that of the with-replacement estimgte.

Of course, in'practice very few estimators take the linear form

(4). Most estimetorsin survey work are ratic estimators; of the form

k k
(0) 1=y (v * ) /) (v + ) = /e say
hsdl | hed. .

)

However, as is well knowm, good gpproximatﬁ%as‘ variance formulaw for
can be obtained by replacing the Ypi in formuleg for the variance of t
by (yhi -r yﬁi) . Consequently, for the discussion of generalities

such as concern us here we mgy base the treatment on the lineaxr form (L.



4, Grouping of units within strata.

The work of sampie selection and variance estimation can often be
reduced very substantially by the grouping device now to be described. This
possibility arises since Method 1 can be employed whehever max p, = % .
Tt is often the case that the size of the largest upit in a stratum is
substantially less than half the total size of the stratum. The units
are arranged in groups such that each group contains as few units as possible
gsubject to the requirement that the mex Py within each group < half the
total of the pi’s in the group. Now select two units from the stratum
with replacement with probability proportional to Py If two units frow
different groups are selected accept both. If both selections give units
"in the ssme group (not necessarily different), accept the first and reject
the second, making a further selection fro? the group by Method 1 with
p, replaced by p; = pi-/:E: p,, Wvhere z: denctes summation over the
units in the group.

The probability of getting ith unit first and the Jth unit second

is now Py Pj if the units come from different groups ard is

1

. < ) ' ( 1 1 )
(11) SENOR D ENE 7 * T o, ’
where

: < By }‘l
(12) X{l-ﬁb T:“é-;;
if the units come from the seme group. In both ceses this is a synmetric
function of 1 and J so the total probability of the 1th unit coming
gsecond is the same as the probebility of the ith unit coming first,

nemely p,. Thus the probsbility of inclusion of the 1™ unit is ™ = 2p;

838 before.
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This device can obviously yleld substantial economiz:s in the
selection of the sample when the maximum group slizes within strat are not too
large in relation to total strate sizes. When units from different groups
are chosen the selection is as simple as for sampling with replacement.

The extra ‘talculetions necessary for the application of Method 1 only have
to be carried out when the same group is chosen on both selectlons.

The economigs in the calculation of variance estimates are,
however, much grester. In the firat place the factor T 3 "hzlj -1
equals unity whenever the units are selected from different groups since
ﬂhi j = apm Phj’ where Pyg ig the selection prqbability for the ith un;t
in the h{-'h gtratum. Secondly, we need only add a contribution for sampling
at the second stege whenever the wits cope from the same group. {For
simplicity we shall from nov on speek of "the second stage" when we mean

"the gecond and subsequent stages” . The formulac we give apply to multi-

 stage designs with any pumber of steges). This can be seen from the

following.
Let Yy *® ub i + dhi swhere *eri is the conditicnal expectation
for fixed 1 of Yii due to sampling st the second-stage. The contribution

to the overall veriance V{t) arising from gecond-stage sampling in the ptP

)2

stratum is E(dg11 + d‘h 3 )2 . Thiz equals E(dm - dh 3 gsince second-stage

ganpling within different flrst-stage unite is done independently. We

&180 have

= Bliy,; - “hj)z + Blay, - %3)2 .
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Thus if the first-stage contribution to the estimate of variance ls (yhi"yhj)%
as is the case where the ith end Jth units come from different groups, this
sutomatically includes the correct allowance for the componeht of variance

due to sampling at the second stage. Thus no additionsl second-stage

component need be added.

For the first-stage compdnent when the units come from the same

- . Poctoe -1 - .
group we need the factor T, , nﬁj Toig " 1 . From (11) we have

1 1
= oA { , ~)
Mg = 2 PP\ TTE; T TR
where we dror the suffix h from the y's. Thus

(1) . b -1 -1 = 2 =~
ht by This Wl -2 e - 2™

-1,

which is the same value that would have been obtained if the stratum had
consisted entirely of this one group. It can easily be put in the form (8)

with p replaced by p' and N replaced by the pumber of units in the

group.
To obtain the eppropriate second-stage component we see from (7)
4
that what we require to estimate is E{ N (m . s 2 +n.s 2 ) }
i . i hi "hi b3 "hJ

k hel

T 2 2 2 _

L L "hi Uhi where ahi is the varlance of yhi due to second-stage

hal 1
sampling. An unbiased estimator of this is obtained by including a tern

2 2 th
1 ? 3. 03
M4 Bps * ﬂhd th from the h " stratum only when the two units from the

§ -

L \
. 1
stratum came from the same group. By ﬂhi we mean 2phi / L Py where L

indicates summation over units in the seme groupwhile as before shf denotes
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an unbiesed estimator of the varisnce of Ypy due to sampling at the second
stage. When the units come from differant groups no contribution is

included.

The estimetor is unbiased since conditional on the two units
1

. 2 . 2 <2 2
coming from a particular group E(n'hi Bs * Ty ShJ) = £ i Oni - The

probability of getting two units from that group is ( z: phi>2 . Thus the

13 2 \]
* overall . expectation is ( Z:phi Z: r%g chi summed over all groups i.e,:

Znhf ohi where Z indicates summation over all units in the stratum.
1 The resuits of this section on veriance estimation can be summarized
in the following interesting and useful

RULE: For strata in which the selected units come from diffesrent groups
compute @he contribution to the variance as if the sampling had been carried
out with replacement. For sirata in which the units come from the same

group compute the contribution to the vaeriance as if each stratum consisted
only of the group containing the units.

This rule should be aspplied to both first- and second-stage -
components. It obvicusly simplifies greatly the task of variance estimation.
However, the same note of warning should be mentioned as was given at the
end of the previous gection about the importance of avoiding undue instabiliﬁy

1 ] |'1_ ) -
in the factors nhi nhj “hij 1 . This factor should be rcplaced by unity

whenever it exceeds unity.
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5. Further simplification of variasnce formulaf.

The grouping device in suitable cases takes us a good part of the
way towards meking variance estimation for without-replacement sampling
comparable in simplicity with that for with-replacement sampling. We now
consider what further progress can be mede in this direction. There are
two things to aim at, first the elimination of the irritating factors
ﬂ}'li T&‘ld "r’u}l - 1 and secondly the simplification of the procedure for
obtaining the second-stage component Bh? .

We haeve already noted that where ﬂ};i ﬂ!’ 3 nl::i;l - 1 exceeds unity
it should be replaced by unity. We now propose that where it is less than
unity it should be replaced by uvnity with probability ff}‘u 1'113l 3 ﬂl'zisl -1
and by zero otherwise. This will clearly not affect the expected value of
the estimate.

The gelection of the groups for which factors are replaced by unity‘
should be done in the following way. Suppose there are q strata for which

the units come from the same group and have factors less than one. Denocte

1 t ' -1 K
:he factors Ty ﬂh,j ﬂhi i 1 by 815 ..,a,q . .Formthe cumalative sums
Z L (8 =1,...,q). Let u be a random number between O and 1. If any
s-~1 B
1 . - ©
of the quantities wu, utl,...,urg-l1 lie between , a and then the
th 1 1l
s = factor is replaced by one, otherwise it is replaced by zero. This

method ensures that the probability that the sth group has factor unlty
is &y while keeping the number of unit factors fairly stable.

When the factor is unity the contribution. to the first-stage
component of variance is, of course, (‘yhi - ¥y 3)2 so>which is the seme as

if the sampling had been done with replacement. As in the last section the
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term (yhi - yhj)a contains automatically the correct allowance for second-
stage sampling. Thus we need only consider the inclusion of second-~stage
components from strata for which the factor is zero, i.e. the first-~stage
component is absent. A suitable unbissed estimator ia therefore obtained
by including the second-stage componeﬁt sh? + Bhi when the first-stage
component (yhi" y’hj)2 is absent and by excluding it when (yh1 - yhs)2 is
pregent,

Let us now consider in detail the construction of a satisfactory
form for the second-stege component. It would clearly be a great advantage
from the standpoint of the use of data-processing equipment if the second
)2

stage component took the same form as the first-stage component (yhi“
This can be arranged by designing the sample so that within each of the
two first-stage unitsfrom stirata for which a second stage component of
variance is required the sample is laid out in the form of two independent
interpenetrating subsamples each of half the total size required. If the
contributions of the two subsamples from the 1*® unit to the overall
estimate t are denoted by'yhil and ¥pio and similarly for the Jth unit,
the appropriate second-stege component is (yhil+ Yhg1~ Ynio " yh;a)e .
This evidently has the same form as the first-stage component (yhi» yhj)a
that would have been used if required. The only difference is that for
the first-stage component we square the difference between units while for
the second-stage component we squére the difference across units.

Summing up the main points of this procedure we note that each
stratum contributes a single component to the estimate of the sampling
variance. This component is either a first-stsge component or & second~

stage component. If for a particular stratum the iwo unitas come from
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different groups, or the factors ﬂ Jh 'hij'l - l has been 'eplaced
by one, the appropriate component is the first-stage component (yhiv yhj)z
If the two units come from the same group and the factor "ﬁi "ﬂj “ﬁij-l' 1
has been replaced by zero the appropriate component is the second-stage
component (yhil * Yng1 " Vniz " yth)a . In no case does one need both
a first-stage component and a second-stage component from the same stratum.
It is evident that the estimate of variance obtained in this
way 18 no more complicated so far as data-processing is concerned than the
with-replacement estimate - in fact it has/:gentical form. The price that
is paid for the advanteges of without-replacement esampling lies in the use
of a more complicated procedure for sample selection . Irn this connection
it should be emphasised that interpenetrating samples at the second stage -
are only needed: for strata designated to provde a second-stage component
of variesnce to the estimate. In all other cases, whether or not the first-
stage units come from the same group, the sampling used st the second and
later stages can take any‘form‘whatsoever provided only that it is free
from bias and that the sampling is carried out independently in different
first~stage units. |

6. A useful approximate method {Method 2).

For situations in which Method 1 is regarded as too complicated
the following is worthy of consideration. The method, which is almost

as simple as sampling without replacement but is more efficient, is a

e - A 88 s st ey T B e S st 0 ———— o~ b,
R e e s ¢ e e o,
! s e

slight variant of one dssew&bod—by Kish (1965 p. 229) f~Xt can be applied

whenever units are not too dissimilar in size within stzata .

QL - Mo be  wegumded  ad « Spec id  Cann ,/{7 Sl memie (142 %’) P § O T
midiols o el g qren, A i mtized il aquals o
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single-stage unlts. Units are listed in order of size within strate and (//ZF\'

e e e [T

As far as possible, strata are arranged to have even numbers of

are marked off in sdjecent pairs. Two selections ere made with replace-

PSSO

AL
‘ments with probability proportionel to size. If the two selections result a\jﬁﬁ

in two different units these arem;;éepté&:AAIf they give the same -unit
this is amccepted and the other number of the pair is taken. The case of
strata with odd numbers of units is considered at the end of the section.
The method is approximate only to the extent that members of the
same pair differ in size. If pailrs consisted exectly of equi-sized units
the method would give unbiased estimates, unbiased estimates of error and
wonld be more efficient than sampling with replacement. Assuming this
tn be true, the fector T ﬂhj “hiﬁ - 1 = 1 when the units selected belong
to different pairs and . = O when they belong to the same pair. This
follows since 1

h
2 .
and = L Py when they belong to the same pair. We therefore have a

ij = 2Py 4 Phj when the units belong to different pairs

situation like that considered in the last section in which the first-

stage component of variance (yhi

strata and zero in others, As shown there, when the coefficient is one

- yhj)a hes a coefficient of one in some

the second~stage component of varisnce is automatically allowed for, and
when the coefficient is zero an estimate of the second-stage component is
all that is required.rovm that  ctiakum .

As before we therefore have the following rules for the sample
layout and for variance estimation. Where the units come from different
pairs the sampling at the second and later stages can take any form whatever
that is free from bias provided it is carried out independently in the two
units. The appropriaste contribution to the variance is the first-stage
)2

component (y’hi - yhj . Where the units belong to the same pair the
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second-stage sample is arranged in the form of pe.ir of independent inter- l

penetrating samples within each first-stege unit. The appropriate contri~ . .
2

bution to the variance is then (yhu+ gt = Yni2 " yh:jz) where Ypiqs Ypio

are the contributions to t of the two half-samples in the i unit.

The computer program for variance estimation is therefore as simple as for

sampling w{th replacement.

/'.l'rhe method is so attractive that it is worth considering what
modifications would be needed to make it exact. The simplest possibility
would be to replace the unequal probabilities Py and p 3 in & pair by
equai velues %(pi +p ,j)’ making suitable modifications of the sampling
fractions at the later stages of sampling in order to preserve the ioverell
prchabilities of inclusion of the final-stage units. With this modification
the method is exact. Alternatively, the initial selection probabilities
could be modified to make the probabilities of inclusion of the first-stage
units strictly proportional to the py. One difficulty with this is that
the factora T, T, ﬂh;;' - 1 are no longer exactly 1 or 0 . My own
preference would be to regard Method 2 as a good approximate method which
is definitely preferable to sampling with replacement and to use Method 1
1f an exact method is required.

T+ remains to indicate suitable modifications for dealing with
strate containing odd numbers of units. Arrange in pairs es before except
for the smallest three units, say the i, J, k°0. If two distinct units of
the three are chosen accept them. If i is repeated take i and J,
if j is repeated teke J and k and if k 18 repeated take k and i .
Whichever pair is chosen give it a 1/3 chance cf contributing a first-stage

component to the variance of the form (yhi - yhj)a and 8 2/3 chance of
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contributing e second-stage compament, of the form (yhil + yhdl = Ypio™ yhjg}d
Assuming that the three units are equi-sized and that members of pairs are

equi-sized this gives an unbizsed estimate of variance.

7. Reduction of number of degrees of freedom.

In spite of the simplifications of the previous sections further
measures may be needed. The reason is that for a design based on k
strate, and therefore with 2k first-stage units, essentially 2k different
tabulations are required for each variable vhose variance is to be
computed. When the number of variables is large and the number of strata
is large this may make excessive demands on the capacity of the computer.
The estimates of variance discussed so far are based essentially on k
degrees of freedom and it may be that estimation based on fewer degrees
of freedom may be adequate. For instance, Deming {1960) suggests that
ten degrees of freedom should be adequate though this seemz to me to be
on the low side.

I7 the number of strata seeme too large it is an easy matter to
aggregate strata and thus to reduce the amount of data-processing needed.
For instance, suppose the contributions from the firat two strats to t
are Y110 Vi and Vo1 Yop- Instead of taking as their contribution to
the variance the two degrees of freedom (yil° yig)g + (yél‘ y22)2 , one
merely takes the single degrae of freedom {yil + Yy v Vo - yée)a . By
aggregating atrata in peirs in this wey cne reduces the mumber of degrees
of freedom from k to % k. When the designs of the last two sections are
used it 15 clear that it doesn't matter whether g particulsr stratum is

contributing a first-stage or 2 sccond-stege <omponent, it can still be

aggregated in the pamc fashion. T the number of strate iz AndAd the lagt
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stratum is merely left unaggregated. If a drop in the number of degrees
of freedom approximately to k/3, k/U4 etc. is required the strata cen be
aggregated in threes, fours, etc. in a similar way.

8. Applications to election data.

In order to test scme of the methods in practice, studies were made
of their performance on a sample ieyout tesed on British 1964 General Election
dete. The fact that the Election results are published in full, constituency
by constituency, makes them particularly suitable for the atudy of the
validity of sempiing methods since guantities of interest can be calculeted
exactly from the whole population instead of having to be based on a
particular semple. A further point is that many sampling schemes used in
practice in Britain are based on election data sc the layout used here can
be reéarded as feirly comparable with semple designs in current use.

A gcheme similer to that employed for political polling by
Netional Opinion Polls Ltd., who generously helped with information and
data, was set up. The sample consisted of 100 constituencies, two from'
each of 50 strate selected with probability proportional to the 1964
electorate. From each constituency 30 electors were to be chosen at random
giving 3000 electors sltogether. This scheme differs slightly in certain
respects from that nzed in prsctice by N.G.P. In particular they do not
choose elsctors at random within constituencies but use & clustering method.

The results for Method 1, with and without grouping are compared
with the results for with-replacement sampling in Teble 1. It is clear
that the grouping device has 2 negligible effect on the variance. The
first-stege component of the with-replacement variance is a little under
10% greater than the Method 1 vslue, The aeccond-gtage camponent is, of

course, the same.
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The results for { and ¢ are exact whereas those for 4' and ¢
are approximate since they ave ratlo estimators. The comparison shows the
incréase of variance that results from “he use of ratios insteed of lineax
estimstors.

Values for L-c and 4'-c' aresgiven since they are of special
interest in diecussing election statistics. The strong negative correlation
between £ and ¢ end between 4' and ¢' causes these to be substantially
higher than the sums of variances of 4 and ¢ and ' and ¢'. This is #
point that is often neglected in discussions of sampling errors of voting
comparisons.

The luat two lines of Teble 1 show the gain of efficiency thet
can be achieved by the use of known date from the previous election. The
idea employed here is to use the survey to estimate the change from the last
election to the next rather than to estimate the result of the next election
in a single cperation. The estimate of change is then conbined with the '
knhown result of the previous =lection to give forecasta of greater efficiency.
This seems a simple ides but ms far ss I know it is not used by polling
organizations in their work on election forecasting. It eppears that the
overall variances of 1 sni 4-c are reduced by about a third by using the
1959 data. Incidentally, one of the side advantages of the routine calcu~
lation of sampling errors along the lines suggested in this paper would be
that it would be a fairly straightforward matter to estimate the gain from
alternative designs or estimation procedures. One has the feeling that
many inefficient procedures remein in use simply because there is no

objective measure avasilable of how inefficient they are.
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In applying Method 1 with grouping the factors 7 hi ﬂhd “hij 1
are of interest. A frequency distribution of the 696 values of this

factor Por the 193 groups of the acheme - there were 154 groups of three

units and 39 groups of fouwr units - is shown in Teble 2.

Table 2. Distribution of values of the factor "ﬁi ﬂ?l ﬂiii% -1 .

0-0,2 | -0.h ’ -0.6 | -0.8 ] -1.0| -1.2 | -2,0 ] -5.0 | »5.0 | Total

108 | 24 190 97 25 13 11 5 3 696

The pumber greater than one is 32 which is L.64 of the total. To assist

in the assessment of the general level of values it is worth pointing

out that with three equi-sized units in a group the value of the facdor is
% and with four equi-sized upits the value is % .

The expected proportion of cases in which units are chosen from
the seme group turned opt to be 0.270 for the 618 constituencies srranged
in 50 strata. This may be compared with a theoretical proportion of
0.250 for 600 equisized constituencies in 50 strata each of four groups of
three units. For sempling with replacement the expected proportion of cases
in which the same constituency would be chosen twice turned out to be 0.08s,

Table 3 gives the results obtained when Method 2 was used to
estimate 4, ¢ and 4-c . For comperison the first-stage component of
veriance for Mothod 1 (without grouping) is also given. The bias is
evidently completely negligible for this particular set of data. The

mean-sguare error comparisons.are tetker surprisipg. They.show Method 2
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to be more accurate than Method 1 for two of the three quahtities estimated
On investigation it turned out that there was a slight negative correlation
in the proportion voting Lebour between constituencies in the same siratum
having similar sizes. This seems to be rather a freak result which could
not be expected to occur generally. Nevertheless the results are certainly

very encouraging so far as the sccuracy of Method 2 is concerned.

Table 2. Bias and mean-sqguare error of Metnod 2.

-‘-
(Each entry should be muitiplied by 1O 7).
First-stage component only
Quantity Bias Method 2 Method 1
estimated meen-sQuUare error variance {without
grouping)
Proportion
Labour vote
S ectorate (¢) 0.012 4.83 4.86
Proportion
Conservative vote,c) -0,961. 3.70 3.69
Electorate ‘
pifference 4 - c 0.973 12.51 12.56
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Table 1. Variance for Method 1 compared with sampling with replakement

Eoch entry should be multiplied by 10™2 (except for last column)

i3

First-state component of veriance

True

Quantity ithout replacement Without replacement !With Second-stage | Total value of
estimated no grouping with grouping replacement] component of ' variance quantity
variance estimated
@) i (@) (1)+(2)
Proportion
 Labour vote(‘b)
Electorate L.86 4,87 5.33 7.12 11.99 0.346
Proportion ‘
Conserveative vcte(c)

Electorate 3.69 3.70 4.03 7.15 10.85 0.332
Difference £ - c 12.56 12.59 13.75 21.50Q 34,09 0.014
Proportion
Labour vote (')

Total vote 8.76 8.76 9.59 9.93 18.639 0.448
Proportion
Conservative vote, c.)g

Total vote N 5.28 5.29 5.77 10.24 15.53 0.43C
Difference £' - c 21,14 21.18 23.15 36.07 57.25 0.018
LR N 0.94 0.94 1.04 7.12 8.06

it -e- (L -c) LIS | 1.4 1.5k 21.50 lo22.9

' &o(co) is the proportion of the 1954 electorate that would heve voted Labour {Comservative) if the
constituency proportions voting Labour (Congervative) had been the same as they were in 1959 .




